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D s 2D-grid of 1D-blocks

Product of matrices of nxn elements
* 1D-blocks of B, threads (kernel kO)

» With: n = k.B, (k € N) B
1 - Design the paving of matrix C 2 - Implement
(2D-grid of 1D-blocks) coalescent accesses to

the global memory

A

Sub-matrix
computed by
one 1D-block
of B, threads




o;e.;.;lﬁf““ Ex1: 2D-gl‘id of 1D-b10CkS

Q1.1 - Definition of the 2D-grid of 1D-blocks

Q1.2 - Definition of the computing kernel

Q1.3 - Analysis of the coalescence

Q1.4 - Number of global memory accesses (not including cache memory):

* Compute the total number of memory accesses requested by the threads

Nrequested by all threads __ requested by 1 thread
RAM accesses - (nthreads- NpAM accesses )

* Compute the total number of memory accesses achieved by the warps

When accesses are coalescent: 1 warp accesses 32 data in t1 pap gecess

. total __arachieved by all warps
Model : TRAM access — N RAM accesses .11 RAM access
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Ex1: 2D-grid of 1D-blocks — Boundaries

Product of matrices of nxn elements
* 1D-blocks of B, threads (upgraded kernel kO)
*With:n #k B, k€N

B

2 - Implement
1 - Design the paving of matrix C coalescent accesses to

(2D-grid of 1D-blocks) the global memory

&
Manage boundaries

' C
=

A= Sub-matrix

‘\ computed by

one 1D-block
of B, threads

A
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Ex1: 2D-grid of 1D-blocks — Boundaries

Q1.5 - Upgrade of the 2D-grid of 1D-blocks
Q1.6 - Upgrade of the computing kernel
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Ex2: 2D-gnid of 2D-blocks

Product of matrices of nxn elements
* 2D-blocks of B, x B threads (kernel k1)
*With:n =k_.B =k B (kx,ky) € N2

x My Py
B
12- Des.ign ;l;e paving of matrix C 2 - Implement
(2D-grid of 2D-blocks) coalescent accesses to
the global memory
A
C
4\ Sub-matrix
———_ computed by
one 2D-block of

B, x B threads



o;e.;.;lﬁf““ Ex2: 2D-gl‘id of ZD-bIOCkS

Q2.1 - Definition of the 2D-grid of 2D-blocks

Q2.2 - Definition of the computing kernel

Q2.3 - Analysis of the coalescence

Q2.4 - Number of global memory accesses (not including cache memory):

* Compute the total number of memory accesses requested by the threads

Nrequested by all threads __ requested by 1 thread
RAM accesses - (nthreads- NpAM accesses )

* Compute the total number of memory accesses achieved by the warps

When accesses are coalescent: 1 warp accesses 32 data in t1 pap gecess

. total __arachieved by all warps
Model : TRAM access — N RAM accesses .11 RAM access
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Ex2: 2D-grid of 2D-blocks — Boundaries

Product of matrices of nxn elements

* 2D-blocks of B, x B, threads (upgraded kernel k1)

* With: n#k.B ,n#k,B,, (k k)€ N>

1 - Design the paving of
matrix C
(2D-grid of 2D-blocks)

A

B

2 - Implement

coalescent accesses to

the global memory
&

Manage boundaries

C

R

) Sub-matrix

~—_ computed by

one 2D-block
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Ex2: 2D-grid of 2D-blocks — Boundaries

Q2.5 - Upgrade of the 2D-grid of 2D-blocks
Q2.6 - Upgrade of the computing kernel
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