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Ex1: 2D-grid of 1D-blocks

Product of matrices of n×n elements
• 1D-blocks of Bx threads (kernel k0)
• With: n = k.Bx (k )

Sub-matrix  
computed by 
one 1D-block 
of Bx threads

1 - Design the paving of matrix C 
(2D-grid of 1D-blocks)
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2 - Implement
coalescent accesses to 
the global memory



Ex1: 2D-grid of 1D-blocks

Q1.1 - Definition of the 2D-grid of 1D-blocks

Q1.2 - Definition of the computing kernel

Q1.3 - Analysis of the coalescence

Q1.4 - Number of global memory accesses (not including cache memory):

• Compute the total number of memory accesses requested by the threads

𝑁ோ஺ெ ௔௖௖௘௦௦௘௦
௥௘௤௨௘௦௧௘ௗ ௕௬ ௔௟௟ ௧௛௥௘௔ௗ௦ ൌ ሺ𝑛௧௛௥௘௔ௗ௦. 𝑛ோ஺ெ ௔௖௖௘௦௦௘௦

௥௘௤௨௘௦௧௘ௗ ௕௬ ଵ ௧௛௥௘௔ௗሻ

• Compute the total number of memory accesses achieved by the warps

When accesses are coalescent: 1 warp accesses 32 data in 𝑡ଵ ோ஺ெ ௔௖௖௘௦௦

Model : 𝑇ோ஺ெ ௔௖௖௘௦௦
௧௢௧௔௟ ൌ 𝑁ோ஺ெ ௔௖௖௘௦௦௘௦

௔௖௛௜௘௩௘ௗ ௕௬ ௔௟௟ ௪௔௥௣௦. 𝑡ଵ ோ஺ெ ௔௖௖௘௦௦
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Ex1: 2D-grid of 1D-blocks – Boundaries

2 - Implement
coalescent accesses to 
the global memory

&
Manage boundaries

Sub-matrix  
computed by 
one 1D-block 
of Bx threads

1 - Design the paving of matrix C 
(2D-grid of 1D-blocks)

Product of matrices of n×n elements
• 1D-blocks of Bx threads (upgraded kernel k0)
• With: n ≠ k.Bx , k 



Q1.5 - Upgrade of the 2D-grid of 1D-blocks

Q1.6 - Upgrade of the computing kernel

Ex1: 2D-grid of 1D-blocks – Boundaries
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Ex2: 2D-grid of 2D-blocks

Sub-matrix  
computed by 
one 2D-block of 
Bx × By threads

2 - Implement
coalescent accesses to 
the global memory

1 - Design the paving of matrix C 
(2D-grid of 2D-blocks)

Product of matrices of n×n elements
• 2D-blocks of Bx × By threads (kernel k1)
• With: n = kx.Bx = ky.By , (kx ,ky) 2



Ex2: 2D-grid of 2D-blocks

Q2.1 - Definition of the 2D-grid of 2D-blocks

Q2.2 - Definition of the computing kernel

Q2.3 - Analysis of the coalescence

Q2.4 - Number of global memory accesses (not including cache memory):

• Compute the total number of memory accesses requested by the threads

𝑁ோ஺ெ ௔௖௖௘௦௦௘௦
௥௘௤௨௘௦௧௘ௗ ௕௬ ௔௟௟ ௧௛௥௘௔ௗ௦ ൌ ሺ𝑛௧௛௥௘௔ௗ௦. 𝑛ோ஺ெ ௔௖௖௘௦௦௘௦

௥௘௤௨௘௦௧௘ௗ ௕௬ ଵ ௧௛௥௘௔ௗሻ

• Compute the total number of memory accesses achieved by the warps

When accesses are coalescent: 1 warp accesses 32 data in 𝑡ଵ ோ஺ெ ௔௖௖௘௦௦

Model : 𝑇ோ஺ெ ௔௖௖௘௦௦
௧௢௧௔௟ ൌ 𝑁ோ஺ெ ௔௖௖௘௦௦௘௦

௔௖௛௜௘௩௘ௗ ௕௬ ௔௟௟ ௪௔௥௣௦. 𝑡ଵ ோ஺ெ ௔௖௖௘௦௦



Product of matrices of n×n elements
• 2D-blocks of Bx × By threads (upgraded kernel k1)
• With: n ≠ kx.Bx , n ≠ ky.By , (kx, ky) 2
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Ex2: 2D-grid of 2D-blocks – Boundaries

Sub-matrix  
computed by 
one 2D-block

1 - Design the paving of 
matrix C 
(2D-grid of 2D-blocks)

2 - Implement
coalescent accesses to 
the global memory

&
Manage boundaries



Q2.5 - Upgrade of the 2D-grid of 2D-blocks

Q2.6 - Upgrade of the computing kernel

Ex2: 2D-grid of 2D-blocks – Boundaries



TD1 : Dense matrix product 
on GPU using registers

Fin


